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Abstract: 
 

A number of conceptual multiple-choice tests have been developed addressing many 

different areas of physics. These tests are typically used to determine what difficulties 

students have with specific content and to evaluate teaching practices and curriculum. 

The purpose of this paper is to provide the reader with a general overview of the key 

aspects of the development process from the perspective of classical test theory and 

critical issues that distinguish high-quality conceptual multiple-choice tests from 

those that are not. 
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Introduction 
 

Whether you are planning on writing your own test or are conducting a research 

project in which a conceptual multiple-choice test will be used, it is important to 

understand what qualities make such a test ―good.‖ This paper in the ComPADRE 

volume Getting Started in PER will focus on the process for developing a high-

quality conceptual multiple-choice test by identifying the key characteristics. The 

process that will be described in this paper is based on classical test theory. This is 

not the first paper written regarding these important issues.
1-5

 There are also 

numerous textbooks written on the subject.
6-14 

The purpose of this paper is to provide 

the reader with a general overview of the key aspects of the development process and 

critical issues that distinguish high-quality conceptual multiple-choice tests from 

those that are not. 

The most widely known conceptual multiple-choice test is the Force Concept 

Inventory
15 

(FCI) which was introduced in 1992. The FCI focused on students’ 

reasoning with the Newtonian concept of force. For most instructors, the items on the 

FCI seemed simple, too simple, in fact. Many, including Eric Mazur, believed that 

their students would have no difficulty with this new test. Mazur writes 

When I started teaching, I prepared lecture notes and then taught from 

them. Because my lectures deviated from the textbook, I provided 

students with copies of these lecture notes. The infuriating result was 

that on my end-of-semester evaluations—which were quite good 

otherwise—a number of students complained that I was ―lecturing 

straight from (his) lecture notes.‖ What was I supposed to do? Develop 

a set of lecture notes different from the ones I handed out? I decided to 

ignore the students’ complaints. 

A few years later, I discovered that the students were right. My 

lecturing was ineffective, despite the high evaluations. Early on in the 

physics curriculum—in week 2 of a typical introductory physics 

course—the Laws of Newton are presented. Every student in such a 

course can recite Newton’s third law of motion, which states that the 

force of object A on object B in an interaction between two objects is 

equal in magnitude to the force of Bon A—it sometimes is known as 

―action is reaction.‖ One day, when the course had progressed to more 

complicated material, I decided to test my students’ understanding of 

this concept not by doing traditional problems, but by asking them a 

set of basic conceptualquestions.
16,17

 One of the questions, for 
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example, requires students to compare the forces that a heavy truck 

and a light car exert on one another when they collide. I expected that 

the students would have no trouble tackling such questions, but much 

to my surprise, hardly a minute after the test began, one student asked, 

―How should I answer these questions? According to what you taught 

me or according to the way I usually think about these things?‖ To my 

dismay, students had great difficulty with the conceptual questions. 

That was when it began to dawn on me that something was amiss.
18

 

This finding surprised many physics educators and spurred both additional physics 

education research and the development of additional conceptual multiple-choice 

tests. 

Why was the FCI so influential? To answer this question, we first need to understand 

why the FCI was created in the first place. The FCI examines students’ understanding 

of the concept of force. Hestenes et al. found that students’ ideas about force and 

motion were inconsistent with the views of the scientific community and that 

traditional instruction did very little to change these beliefs. Hestenes et al. proposed 

that ―effective instruction requires more than dedication and student knowledge‖ but 

also ―knowledge about how students think and learn.‖
19 

This need for knowledge 

about how students think and learn had been the focus of physics education research 

through the use of interviews since the late ’70s. Interviews provide a wealth of data 

from a relatively small portion of the total population. A way of providing some of 

the same information in a more time-efficient manner was needed. Multiple-choice 

tests were the answer. 

Multiple-choice tests have some advantages over interviews. Multiple-choice tests are 

objectively graded, and statistical methods can be applied to the resulting data. 

Multiple-choice tests can be given to large numbers of individuals at one time, 

providing larger sample sizes and increasing the generalizability of the results. 

Multiple-choice tests are less time intensive than interviews. When properly 

developed, distractors can be based on known student misconceptions, allowing the 

test to serve diagnostic purposes.
20

 

Multiple-choice tests also have some disadvantages over interviews. These include 

the depth with which the test can probe. Interviews can probe more deeply into what 

students are thinking about particular phenomena. Mehrens and Lehmann suggest that 

some students may be more skilled at recognizing ambiguities or the correct answer 

without actually understanding the material presented.
21 

Tamir conducted a study 

requiring students to justify their answer choices to a multiple-choice test which 
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showed that students who chose the correct answer were not necessarily able to 

provide adequate justification. From these results, Tamir suggests that multiple-

choice tests may overestimate students’ knowledge.
22 

Nonetheless, for most 

instructors’ purposes, the advantages of multiple-choice testing outweigh its 

disadvantages. 

The research purposes for using conceptual multiple-choice tests are generally two-

fold: 1) to ascertain students’ initial and final knowledge states and 2) to evaluate 

teaching, teaching methods and curriculum. Since neither of these purposes relate to 

student grades, multiple-choice tests have become a more palatable option. In fact this 

is a major requirement for using many of the conceptual multiple-choice tests 

developed in physics. These tests are not to be used as part of the determination of 

overall student performance in a course, but to aid instructors and students in the 

identification of misconceptions and areas of understanding that have yet to be fully 

developed. In terms of evaluating teaching, these tests can be used to determine how 

well a new teaching method or curriculum helps to remedy these known 

misconceptions and improve the quality of teaching. 

As you have seen, the purposes for these conceptual multiple-choice tests are 

different from the more traditional classroom multiple-choice tests that we use to 

grade our students. A major difference between the two is in the use of results from 

qualitative research studies in the development of the distractors for the multiple-

choice test and the detail and time dedicated to the development of individual items. 

The process of developing a conceptual multiple-choice test which utilizes this 

research data will be one focus of this paper. The other will focus on the 

characteristics of a high-quality conceptual multiple-choice test that one might want 

to use in a research study. 

1. Characteristics of a High-quality Test 

The development of a conceptual multiple-choice test is a multi-step process and 

when done properly will build in the characteristics of a high-quality test. A high-

quality test should have the following five characteristics:
23

 

1) Reliability 

2) Validity 

3) Discrimination 

4) Good comparative data 

5) Tailored to population 
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A brief definition will be given here and more in-depth discussion of each of these 

characteristics will follow later. 

Both reliability and validity relate to the inferences that can be made from and 

confidence associated with the scores that are produced by the test after testing. 

Reliability is associated with the amount of error in the score (Does the test measure 

what it measures consistently?), while validity is related to the types of inferences that 

can be made about the scores that are obtained (Does the test measure what it says it 

measures?). As such, they are not a direct property of the test itself. 

The relationship between reliability and validity is often illustrated using ideas from 

archery. The target is the bull’s eye which represents what the test says it measures 

(validity).
24

 The shots represent the scores on the test. In the cluster of hits on target A 

in Figure 1, you can see that they are grouped tightly together. This group of shots is 

very precise (reliable). In terms of the test, the test consistently measures something 

but this something is not what we wanted to measure. Target B shows a case where 

the shots are accurate in that they are mostly centered on the target but they are not 

very precise. In this case, we are inconsistently measuring what we intend to measure. 

In target C, the shots are both precise (reliable) and accurate (valid) indicating that we 

are consistently measuring what the test says it measures. The targets illustrate an 

important point which is that you can have a reliable test, but if that test does not 

actually measure what we intend to measure then it has very little value. Thus the 

ideal is to have a test that is both reliable and valid. 

 

Figure 1: Comparison of Reliability and Validity 

 

Reliability and validity both depend in part on the test’s ability to differentiate 

between individuals taking the test. The discrimination power of the test tells us how 

well the test or individual test items differentiate between students who score well on 

the test or item and students who do not. Discrimination can be thought of as similar 

A B C 
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to the Rayleigh criterion
25

 as shown in Figure 2. The left portion of the figure 

illustrates a poorly discriminating test or item with a great deal of overlap, while the 

right portion illustrates a test or item that is discriminating well with little overlap. 

 

Poor Discrimination   Good Discrimination 

 

Figure 2: Illustration of Discrimination 

 

Comparative data is obtained by the administration of the test to various groups of 

students for whom the test is designed. The test needs to be designed with the target 

population in mind; otherwise, the level of questions may not be appropriate, either 

too easy or too difficult. 

While many conceptual multiple-choice tests exist for physics and astronomy 

concepts,
26 

there are still areas that have not been fully investigated and do not have a 

test. If you find yourself in a situation where there is no test available or the available 

tests do not adequately meet your needs, you may have to design a conceptual 

multiple-choice test to fill the niche. All of these characteristics must be part of the 

design process and not a consequence of the process. The process that will be 

described in this paper is based on classical test theory. How to develop a conceptual 

multiple-choice test which incorporates these key characteristics will be the focus of 

the next section. 

2. Design of a Conceptual Multiple-choice Test 

Beichner suggests the flowchart
27 

shown in Figure 3 as a suitable approach for 

constructing a conceptual multiple-choice test. Each box in the flowchart can consist 

of many individual steps. An overview of the process will be given first. 

Low Scores High Scores Low Scores High Scores 
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Figure 3: Flowchart for Test Development 

 

The process begins with recognizing a need for a new test and continues with the 

development of a set of objectives. These objectives are used to guide test item 

construction. Once the test items have been constructed, a content validity check is 

performed. The test is presented to an independent panel of experts to evaluate how 

well the individual items match the objectives and to evaluate the items in general for 

accuracy, formatting and grammar. At this point the process could continue to the 

reliability check or return to re-evaluate either the objectives or test items. The 

reliability check is performed during a large-scale administration of the final form of 

the test. Problems with the reliability check result in a re-evaluation of individual test 

items. With a reliable version of the test, criterion and/or construct validity checks are 

performed. Only once this process is complete and the test has been shown to be both 

reliable and valid, is it ready for distribution. 

2.1 Recognizing the Need 

Recognize the need for the 
test 

Formulate the objectives 

Construct test items 

Perform content validity 
check. 

Perform reliability check 

Distribution 
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The first step in the design of a conceptual multiple-choice test is to recognize a need 

for a new test. As an illustration, we will consider why the author chose to develop 

DIRECT.28It was time to choose a doctoral dissertation project. At the time, the 

author was planning a project that would examine the effectiveness of different types 

of educational software programs in helping students overcome conceptual 

difficulties with dc resistive electric circuits. An objective, easy-to-grade test that 

would allow a comparison of student learning using the three software packages was 

needed. Other tests were already available; however, many of these were designed 

either as a research tool or to test a new curriculum. Those that were designed as a 

research tool had restricted content focusing, for example, only on current. The 

Electric Circuits Conceptual Evaluation (ECCE) was developed specifically to assess 

the effectiveness of two new curricula (Tools for Scientific Thinking
29

and RealTime 

Physics
30

) but was rejected due to its alignment with the curriculum and the 

additional coverage of inductors and capacitors. As a result of the examination of 

other tests, the author decided to create a new test (DIRECT), which took on a life of 

its own and became the entire dissertation project. As this illustration shows, the test 

development process is not something that can be completed in an afternoon but 

requires months or more to complete. 

For contextual purposes to guide this section of the paper, suppose that we are 

planning a study to ascertain the effects of a new curriculum on students’ 

understanding of thin lenses by using a conceptual multiple-choice test. We have 

examined the literature and have found no tests available, which requires us to create 

a new test. We need a test that covers thin lenses that is appropriate for high school 

and algebra- and calculus-based university courses, including two-year colleges. We 

will be incorporating known student misconceptions reported in the literature as 

distractors. 

2.2 Writing the Objectives 

Having identified a need in a specific area of physics, we next determine what 

concepts are to be included on the test. For our thin lenses test, we first need to decide 

what students should understand about thin lenses. A review of the topics related to 

thin lenses covered in typical textbooks can aid in the development of this list which 

might include the ray model of light, the law of refraction, image formation, the lens 

equation, and ray tracing. This list of topics does not indicate what the students 

should be able to do with those ideas. A list of instructional objectives needs to be 

created which articulates what students can do with those ideas. Few university 

instructors have been trained to write instructional objectives. There are textbooks31,32 

which discuss in detail how to write good instructional objectives. Some textbook 
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instructor’s guides33 are also including student learning objectives which can be 

helpful. Table 1 shows what a list of instructional objectives for thin lenses might 

look like. 

Table 1: Instructional Objectives for Thin Lenses 

The student can 

use the ray model of light to describe 

how light leaves the source and interacts 

with the lens. 

use the law of refraction to explain the 

bending of light within the lens. 

use the three principal rays to locate 

where the image is formed. 

calculate using the lens equation the 

location of the image given the focal 

length of the lens and the object distance. 

do all of the above for both converging 

and diverging lenses. 

 

Writing the instructional objectives is a crucial step in the development process. As 

Nitko34 points out, a specific list of objectives aids in the planning of the test 

procedures or evaluation of an existing test. It also aids in the determination of the 

content validity of the test, making matching items to objectives easier. Once the 

objectives have been written, one can either proceed to writing items or begin part of 

the content validity check, which is discussed later in section 3.4. 

Another useful tool is to create a table of specifications.
35

 The table of specifications 

is usually illustrated in table form. The rows represent the content areas while the 

columns represent the cognitive levels, which are often based on Bloom’s 

taxonomy.
36

A simple example is shown in Table 2 for a 30 item multiple-choice test. 

The table of specifications helps ensure appropriate coverage of the material and can 

assist in the evaluation of the content validity of the resulting test.
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Table 2: Table of Specifications for Thin Lenses 

Content 
Level 

Recall (10%) Interpret (60%) Apply (30%) 

Ray model of light (25%) 1 4 2 

Law of refraction (25%) 1 5 2 

Lens equation (25%) 1 4 3 

Ray tracing (25%) 1 4 2 

 

Prior to developing individual test items, it is important to ensure that the area 

covered on the test is appropriate and that no major omissions have been made. The 

panel of experts that is formed as part of the content validity process will conduct this 

review. Taking this step early in the process will ensure that the items written for the 

test will adequately cover the domain. 

2.3 Writing Items 

Using the instructional objectives and/or the specifications table (if available) as a 

guide, individual test items are written for each objective. As items are written, a 

table should be created that matches the item with its corresponding objective. This 

table will be used during the content validity check in determining percentage 

agreement. 

Writing a test item is not simply a matter of selecting a group of items from a 

commercially available test bank. The items need to written with the goal of eliciting 

students’ ideas related to the particular objective. That is not to say that perusing the 

test bank and items from various curricular packages and interview questions would 

not be useful. These items can be adapted or used with appropriate permission and 

credit. This step, however, should not be taken lightly. This step can make or break 

the usefulness of the final test product. Good test items will be neither too difficult 

nor too easy and will be able to differentiate between students who do well overall on 

the test or item from those who do not. We will come back to some specific issues 

related to writing test items shortly. 

So it is important to carefully write the individual test items, but how many do you 

write per objective? Is one item per objective sufficient? Popham points out that this 

is not an easy question to answer, but it is an important one. He recommends that the 
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number of items depends on whether the decisions that will be made from such a test 

will be high stakes (difficult to reverse) or low stakes (easy to reverse).
37

 For high- 

stakes decisions, such as a competency test for graduation, Popham suggests 20 items 

per objective. For low stakes, such as alerting an instructor to the misconceptions held 

by the class, he recommends 5 items per objective.
38

 In general, writing multiple 

items for each objective allows for triangulation of responses. Very few physics or 

astronomy conceptual multiple-choice tests have 5 items per objective. Therefore, a 

minimum of three items per objective is suggested so that responses can be 

triangulated. 

Multiple-choice items involve writing both a stem (the question) and answer choices. 

The answer choices consist of the correct answer known as the key and the incorrect 

answers known as distractors.
39 

There are many resources
40 

which provide 

suggestions and examples for writing good items and stems. Here is a list of 

suggestions provided by Linn and Gronlund:
41

 

 The stem of the item should be meaningful by itself and should present a 

definite problem. 

 The item stem should include as much of the item as possible and should be 

free of irrelevant material. 

 Use a negatively stated stem only when significant learning outcomes require 

it. 

 All of the alternatives should be grammatically consistent with the stem of the 

item. 

 An item should contain one correct or clearly best answer. 

 Items used to measure understanding should contain some novelty, but beware 

of too much. 

 All distracters should be plausible. The purpose of the distracter is to distract 

the uninformed from the correct answer. 

 Verbal association between the stem and the correct answer should be 

avoided. 

 The relative length of the alternatives should not provide a clue to the answer. 

 The correct answer should appear in each of the alternative positions an 

approximately equal number of times but in random order. 
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 Use sparingly special alternatives such as ―none of the above‖ or ―all of the 

above.‖ 

 Avoid the use of the word ―and‖ in alternatives.
42

 

 Do not use multiple-choice items when other question types (short answer, fill 

in the blank, matching) are more appropriate. 

In writing the distractors for each stem, a useful step is to first write the stems in an 

open-ended format. The set of stems are then administered to a group of students 

within the target population. The student answers are then categorized into groups 

that eventually form the distractors and key. The number of distractors then will in 

part be determined by the number of different responses given and by the number of 

possible misconceptions elicited by the item. In reducing the possible number of 

answer choices, you want to keep in mind that the distractors need to be plausible to 

the students; keeping the top four or five incorrect responses is reasonable. One does 

not want to have an unlimited number of options; however, as cognitive research 

suggests that most people can only keep about seven plus or minus two digits or 

unrelated words in short-term memory.
43 

Using the open-ended format to help 

determine appropriate distractors can help identify, early on, any difficulties with 

specific questions and provides answer choices using common student phrasing. 

Additionally, this step can identify the reliability of the research that has been guiding 

the item creation. In other words, students’ written answers may uncover new or 

different ideas than indicated by earlier research.
44

 

To confirm the categorization of student answers, at least one other individual should 

be given a random subset of the answers provided by students and asked to categorize 

them into groups of the correct answer and distractors which will have multiple sub-

categories; this is known as inter-rater reliability. The category labels should be 

agreed upon, and any disagreements should be discussed and reconciled. The 

percentage agreement between the two categorizations should be computed. This is 

simply the number of times the two individuals categorized the answer in the same 

way for each question. The total percentage agreement or correlation should be 

reported in any future publications. 

It is recommended that more items are written for the test and field tested than will 

actually be used, so that only the most discriminating and well functioning items are 

chosen for inclusion on the final form of the test. Once this set of items has been 

written, it is time for a content validity check. 

2.4 Content Validity 
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Validity is a measure of whether or not the test measures what it says it measures, as 

well as what interpretations can be inferred from the scores on the test. Linn and 

Gronlund state that the 

interpretations and uses of assessment results are likely to have greater 

validity when we have an understanding of (1) the assessment content 

and the specifications from which it was derived, (2) the nature of the 

characteristic(s) being mea-sured [sic], (3) the relation of the 

assessment results to other significant measures, and (4) the 

consequences of the uses and interpretations of the results. However, 

for many uses of a test or an assessment, it is not practical or necessary 

to have evidence dealing with all four considerations.
45

 

For convenience, the methods for establishing the validity of a test have been divided 

into three categories based on the intended uses of the test scores. These categories 

are: content-related, criterion-related, and construct-related evidence. As the APA 

Standards point out, 

the use of category labels does not imply that there are distinct types of 

validity or that a specific validation strategy is best for each specific 

inference or test use. Rigorous distinctions between the categories are 

not possible. Evidence identified usually with the criterion-related or 

content-related categories, for example, is relevant also to the 

construct-related category.
46

 

Evidence of content-related validity is established early in the development process 

while criterion-related and construct-related validity are established after the test has 

been administered to a group of students. These latter two types of validity will be 

discussed later in sections 2.5.3.1 and 2.5.3.2 and we will focus for now on content-

related validity. 

Evidence of content-related validity examines how well the test items cover the 

content domain it purports to test. For example, DIRECT
47

 purports to test direct 

current (dc) resistive electric circuit concepts. Content-related validity then would 

answer the question, ―Do the items on DIRECT adequately test dc resistive electric 

circuit concepts such as voltage, resistance, current, power and energy?‖ Evidence of 

content-related validity is important for achievement tests where the subject matter is 

clear.
48,49

 Thus, content-related validity provides an understanding of the test content 

and the specifications from which it was derived. 
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It should be noted that evidence of content-related validity is more than just a 

superficial look at the test items and saying that they appear to measure the content. 

When the items of a test appear at quick glance to measure a particular concept, this 

is known as face validity. Although it is important for a test to have face validity so 

that students are motivated to perform well on the test, it is not the same as 

establishing the content validity of the test through more rigorous methods.
50 

To begin the content validity check, an independent panel of experts is formed. This 

panel of experts consists of individuals who are knowledgeable about the area being 

tested. These individuals may have developed curricular materials within that area, 

have done research into students’ ideas about this area, or are well-known for their 

teaching in this area.
†
 The literature does not give a set number of individuals who 

should serve on the panel of experts as this will depend on the amount of work 

already done in that particular area of physics as well as the target population. If the 

test will be used in high school classes, high school teachers familiar with the 

curriculum and standards should be included on the panel. Five individuals would 

provide some consensus, although it would be prudent to invite more than five 

individuals as some will decline to participate due to other commitments. 

The literature is unclear if compensation should be provided to the panel of experts 

for this time and expertise. The author has not provided compensation other than 

giving appropriate credit in publications for the contributions provided by the panel of 

experts. Providing compensation may be detrimental to the process in that the panel 

may feel obligated to provide positive feedback. Additionally, funds need to be 

available and not all test development projects are funded. 

To establish the content-related validity of a test, the test, instructional objectives, 

and/or table of specifications are given to the independent panel of experts. The panel 

of experts reviews the instructional objectives and/or table of specifications to 

determine if the content coverage is adequate. The review of instructional objectives 

can be done before the individual test items have been written to help guide the item 

writing phase or after the items have been written. The test and instructional 

objectives are matched by the panel of experts. The test is also examined to ensure 

that the answer key and items are free from errors. Typically, the evidence for 

content-related validity is reported as a percentage agreement of items-objectives. 

                                                        
† For our example of thin lenses, the following PER researchers would be appropriate to ask: Fred 

Goldberg would be appropriate for this panel as he has done research into student understanding of 

geometrical optics.
51

 Dewey Dykstra was part of a group who created a set of curricular materials
52

 

related to light. Eric Mazur’s book, Peer Instruction
53

 contains a set of ConcepTests for light. 
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Alternatively, one could use a correlation to indicate relative agreement. In either 

case, the results should show high levels of agreement, at or above 90%. 

The content validity assesses whether the items adequately sample the domain. For 

our thin lenses test, do the items adequately cover the concepts related to thin lenses? 

The multiple-choice version of the test along with the objectives and/or specifications 

table is given to the panel of experts. The panel of experts will take the test and match 

each test item with its corresponding objective. The panel also notes any grammatical 

errors or problems with the wording of the items that might either confuse the student 

or provide a clue to the correct answer. The percentage agreement on matching items 

with objectives is reported. 

A way to assess whether a single item has content validity has been proposed by 

Hambleton and Rovinelli.
54

 They assume that in an ideal case each item will only 

match one objective. When collecting data from the panel of experts, the panel is 

instructed to indicate the degree to which an item matches that objective. A value of 1 

indicates that the item does measure that objective, 0 if unsure, and -1 if the item 

clearly does not measure that objective. An item-objective congruence of 1.00 

indicates the item is matched to one and only one objective by all judges. If a single 

item can be matched to more than one objective, the index will be less than 1.00. The 

formula for calculating the item-objective congruence for item i to objective k is 

given by 

 
2 2

ik k

N
I

N
  

  

Where N is the number of objectives, μk is the judges’ mean rating of item i on the k
th

 

objective and μ is the judges’ mean rating of item i on all objectives. 

After the content validity check has been completed, it may become necessary to edit 

and/or revise the individual test items. Major revisions would require the panel of 

experts to re-examine the content validity of the test. Minor revisions would not. This 

process can take several iterations before a final version of the test is ready for field 

testing. 

2.5 Field Testing 

Once the final version of the test is completed and the content validity check has been 

done, the test is now ready for field testing. Field testing is part of the reliability 

check shown in Figure 3 and consists of many steps. The test developer now solicits 
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test sites to administer the test so that reliability, validity, and item analysis can be 

evaluated. 

Two common approaches used in the past to solicit test sites in physics were 1) to 

post a request to a listserv such as PHYS-LRNR
55

 or 2) to present a poster about the 

test at national meetings of the American Association of Physics Teachers.
56

 Newer 

venues such as ComPADRE
57

 and PER-Central
58

are now available and may take on a 

greater role in the solicitation process. The number and type of institutions to be 

solicited will depend on the target population for which the test is intended. For our 

thin lenses test, we wish to solicit university test sites that offer algebra-based and 

calculus-based introductory physics courses, as well as high school test sites. The 

university sites should include two-year colleges as well as four-year institutions. 

A representative sample may include thousands of students for reliability studies, but 

only a few students in each course (high school, university algebra-based and 

calculus-based) may be required for the validity study. When conducting the item 

analysis of the test, Crocker and Alginanote that ―another longstanding rule-of-thumb 

is to have 5 to 10 times as many students as items.‖
59

 For our 30-item thin lenses test, 

we would need between 150 and 300 students for the item analysis. Each of these 

steps will be discussed next. 

2.5.1 General Test Statistics 

With any test that is given, it is common to report the following information to 

describe the variance in the scores obtained by the test. In general, the following 

information is reported: 

 Mean 

 Standard deviation 

 Standard error of mean 

 Range 

 Distribution of scores 

2.5.1.1 Mean 

The mean is the average of all of the scores on the test. It can be calculated by 
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where xi are the individual scores and N is the total number of students. 

2.5.1.2 Variance and Standard Deviation 

The deviation score is how each individual score differs from the mean (
ix x ). The 

variance in scores is determined by summing the square of the deviation scores and 

dividing by the number of students. The variance (σ
2
) is given mathematically by 
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The variance is always positive and describes ―the dispersion of a set of scores around 

the mean of the distribution.‖
60

 

The standard deviation (σ) is just the square root of the variance and also gives a 

measure of spread of the scores in a distribution. 
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The larger the variance or standard deviation, the more the scores on the test are 

spread out. The smaller the variance or standard deviation, the more the scores on the 

test are close together. For many of the measures we will consider, we will want the 

variance to be as large as possible so that the scores on the test are spread out and not 

clumped tightly together. 

2.5.1.3 Standard Error of the Mean 

The standard error of the mean gives an estimate of how close the obtained mean is to 

the true mean. It depends on the standard deviation (σ) and the number of students 

taking the test (N). The standard error of the mean is given by 
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mean
N


 

 

The smaller the value of the standard error of the mean is, the smaller the uncertainty 

in the value of the mean. Ideally, the standard error of the mean should be as close to 

zero as possible. 

2.5.1.4 Range and Distribution of Scores 

The range is the difference between the highest and lowest scores plus one. Ideally, 

the range should be as large as possible so that the variance will also be large. To help 

visualize the distribution of scores, it is necessary to plot the portion of students 

obtaining each possible score. Figure 4 plots the possible scores on DIRECT version 

1.0 along the horizontal axis and the total number of students obtaining that score on 

the vertical axis. 
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Figure 4: Distribution of Scores for DIRECT Version 1.0 for the Overall Sample61 
The overall mean for version 1.0 of DIRECT was 14 out of 29 or approximately 48%. 

Figure 4 shows that the distribution is not symmetric but tails off to the higher end of 

the scores; thus, version 1.0 of DIRECT has a slight positive skew, indicating a 

difficult test. A negatively skewed distribution would tail off toward the lower end 

and indicate an easy test. 

2.5.2 Reliability 
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An important attribute of a high-quality test is the reliability. Anastasi defines 

reliability as 

the consistency of scores obtained by the same persons when 

reexamined with the same test on different occasions, or with different 

sets of equivalent items, or under other variable examining conditions. 

In its broadest sense, test reliability indicates the extent to which 

individual differences in test scores are attributable to ―true‖ 

differences in the characteristics under consideration and the extent to 

which they are attributable to chance errors.62 

In testing we want to be able to generalize ―what we see today, under one set of 

conditions, to other occasions and conditions.‖63 There are three types of reliability: 

stability, equivalency, and the internal consistency of the individual items. Stability 

refers to how well the scores remain constant over time. A student taking the test on 

Monday should have a very similar score on Tuesday, barring external factors that 

might affect performance, such as illness. Equivalency refers to how well the scores 

on two different versions that cover the same content relate to one another. A student 

taking form A should expect to receive an equivalent score as another student who is 

taking form B for the same level of performance. Internal consistency is an indication 

of how homogeneous the test items are. The more homogeneous the test items, the 

more likely the test items measure the same concept, such as force in the case of the 

FCI. Internal consistency is especially important with tests used for assessment.
64 

The choice of which reliability one needs to calculate depends in part on the number 

of forms of the test one has and on the number of testing sessions. As you can see in 

Table 3, in order to determine the internal consistency associated with the test, only 

one test form and test session are required. This is why in practice the internal 

consistency of the test is the most often calculated. The methods for conducting a 

reliability study for each type of reliability will be discussed. 

Table 3: Reliability in Relation to Test Form and Test Session 

Number of 

Testing Sessions 

Number of Test Forms 

One Two 

One Internal consistency Equivalency 

Two Stability Stability and Equivalency 

2.5.2.1 Test-Retest 
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One method for computing the stability of a test is to use the test-retest method. In 

this method, one form of the test is given on two separate occasions under similar 

testing conditions. The separation between the two testing sessions is typically two 

weeks but can be anywhere from one day to several months. The students’ scores 

from the two administrations are then correlated using the Pearson product-moment 

correlation coefficient, which is given by 

   
1

N

i i

i
xy

x y

x y

r
N  




 

xi is a student’s deviation score on the first administration of the test, yi is the 

deviation score for the same individual on the second administration of the test, N is 

the number of students in the sample, σx is the standard deviation of the scores on the 

first administration and σy is the standard deviation of the scores on the second 

administration. The Pearson Product-Moment Correlation coefficient (hereafter called 

the correlation coefficient) varies between -1 and 1; the more positive the correlation 

the higher the reliability. 

Recall that reliability provides an estimate of the amount of error in the scores. The 

test-retest reliability coefficient indicates the extent to which individual differences in 

test scores are attributable to ―true‖ differences in the characteristics under 

consideration and the extent to which they are attributable to errors due to the 

separation in time. To estimate the amount of error variance due to the difference in 

time, subtract the correlation coefficient from one. The resulting value gives you a 

measure of the error variance due to time sampling. For example, suppose the 

correlation coefficient between two administrations of the same test separated by a 

month was 0.70. The amount of error attributable to time sampling then is 30%. The 

remaining 70% is attributable to true differences in the test scores. Evaluating the 

amount of error due to the difference in time is important when the test will be used 

for pre-post analysis. 

2.5.2.2 Alternate Forms 

The experience of having taken the test once already plays a role in the students’ 

performance on the second administration. An issue with longer gaps between 

administrations is that there is a possibility of a developmental spurt in some 

individuals or additional learning could have taken place. As a result, the test-retest 

reliability coefficient tends to give an overestimate of the reliability. One way to 

correct this problem is to have two forms of the test. The questions on each form are 
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not the same, but the content is. This eliminates the issue of students becoming 

sensitized to the test items. 

When using two forms of the test and one testing session, one can assess the 

equivalency of the two forms. Alternatively, when using two forms of the test and 

two testing sessions, one can assess the stability as well as the equivalency of the two 

forms. In either case, the method is similar in design to the test-retest with the 

difference being the amount of time between the two administrations. 

Table 4: Test Administration and Test Form for Alternative Forms Methodologies 

 Administration 1 Administration 2 

Group 1 Form A Form B 

Group 2 Form B Form A 

 

As Table 4 shows, both groups take both forms of the test. When using only one 

testing session, there is only a short break between the two administrations to prevent 

test fatigue. When using two testing sessions, the separation is usually two weeks up 

to six months. The correlation coefficient is used to calculate the reliability 

coefficient. 

The equivalency reliability coefficient indicates the extent to which individual 

differences in test scores are attributable to ―true‖ differences in the characteristics 

under consideration and the extent to which they are attributable to errors due to the 

content. To estimate the amount of error variance due to the content, subtract the 

correlation coefficient obtained using 2 forms and 1 session from one. The resulting 

value gives you a measure of the error variance due to content sampling. An estimate 

of the error variance due to content sampling plus time sampling is calculated by 

subtracting the correlation coefficient obtained from 2 forms and 2 sessions from one. 

2.5.2.3 Internal Consistency 

The internal consistency is measured by administering a single form of the test once 

to a group of students. The methods for determining the internal consistency of the 

test compare the correlations between separately scored parts of the test. There are 

three methods for evaluating the internal consistency of the test: 1) Split-halves, 2) 

Coefficient Alpha, and 3) Kuder-Richardson 20 (KR-20). As Crocker and Algina 

point out, coefficient alpha and KR-20 should yield identical results.
65 

One 

disadvantage of using internal consistency methods alone for assessing the reliability 
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of a test is that these methods do not account for time sampling and only account for 

content sampling. 

2.5.2.3.1  Split-Halves 

Once the test has been administered to the group of students, the test items are 

divided in halves. One way is to simply divide the test by odds and evens – all odd 

numbered items form subtest 1, while all even numbered items form subtest 2. 

Another way of dividing the test into halves is randomly. A third way is to attempt to 

match items based on content. As you can see there are a number of ways to create 

this division.
66 

Each half is now scored for each student, and the correlation 

coefficient is calculated between the two subtests. Since this procedure has now 

reduced the number of items on our test in half, the Spearman-Brown prophecy 

formula is used to determine what the reliability coefficient would be for the whole 

test. The Spearman-Brown prophecy formula is given by 

2

1

hh
tt

hh

r
r

r



 

where rtt is the reliability for the whole test and rhh is the correlation coefficient 

between the two halves. 

There are some drawbacks to using the split-halves method to determine the internal 

consistency of a test. Since there are a number of ways to divide the test, the 

reliability coefficient that the procedure yields is not unique. In addition, the test must 

be able to be divided into two equal halves. Another issue is that the Spearman-

Brown formula assumes that the variances between the two halves are equal,
67

 which 

may not always be a valid assumption. 

2.5.2.3.2 Coefficient Alpha and Kuder-Richardson-20 

A method that provides a unique result for the internal consistency of a test is needed. 

Two of the methods developed to address this issue are the coefficient alpha and the 

KR-20. Both of these methods look at the covariances of the items. 

The coefficient alpha is the more general of the two and can be used with non-

dichotomously, as well as dichotomously, scored items. Dichotomously scored items 

are scored as either right or wrong. The coefficient alpha can be calculated using the 

following formula 
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where k is the number of test items, 
2

t  is the total test variance and 
2

i  is the 

variance for item i. 

The Kuder-Richardson 20 (KR-20) was developed to handle only dichotomously 

scored items. The formula looks very similar to the coefficient alpha and is given by 
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where k is the number of test items, 2

t  is the total test variance and pi is the 

proportion of students that answer item i correctly. 

Most multiple-choice tests are dichotomously scored which is why the KR-20 tends 

to be the most widely used in the physics education literature. Both the coefficient 

alpha and the KR-20 yield similar results, but both methods yield reliability 

coefficients that are lower than that produced by the split-halves method. 

2.5.2.4 Factors Affecting Reliability 

There are four main factors that can affect the reliability of a test. These are: 

1. Length of the test 

2. Discrimination of items 

3. Difficulty of items 

4. Range of ability of group 

The procedures in determining the reliability of the test depend on the variance of the 

test itself as well as the individual items; the larger the variance the higher the 

reliability. Thus, the more items on a test that can discriminate well increase the 

variance and thus the reliability. As we will see, the optimum average difficulty level 
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[see section 3.5.4.1] that will produce the maximum discrimination is 50%. Difficulty 

values above or below the 50% level will affect the discrimination and, in turn, the 

reliability of the test. Finally, the ability range of the students will also affect the 

reliability. If the group is fairly homogeneous in ability, the range of scores and 

corresponding variances will be small, which will lower the reliability. Optimally one 

would like to develop a test that can spread the scores as much as possible to gain the 

largest variance and thus largest reliability. 

2.5.2.5 Acceptable Values of Reliability 

Having discussed what reliability is and how to calculate it, we now need to ask the 

question of what values of reliability are appropriate. The answer of course will 

depend on the purpose of the test. Table 5 shows one guideline for determining the 

appropriateness of the reliability coefficient.
68

 

Table 5: Guideline for Reliability Coefficients 

0.95 – 0.99 Very high, rarely found 

0.90 – 0.95 High, sufficient for measurement of individuals 

0.80 – 0.90 Fairly high, possible for measurement of individuals 

0.70 – 0.80 Okay, sufficient for group measurements, not individuals 

Below 0.70 Low, useful only for group averages and surveys 

 

Since the purpose of most conceptual multiple-choice tests is to identify areas of 

difficulty and evaluate teaching, values of 0.70 or above are acceptable. 

2.5.2.6 Standard Error of Measurement 

Not only do we want to be able to assess how well the test scores are consistent but 

we would like to estimate how close the obtained score is to the true score. To do this, 

we can calculate the standard error of measurement. This value gives an estimate of 

the standard deviation produced for an individual taking a large number of random 

parallel forms of the test.69 The standard error of measurement (SEM) depends on the 

reliability of the test (rtt) and the standard deviation of the test scores (σt). 

1t ttSEM r 
 

When the SEM is large, the uncertainty in the individual’s true score is also large. 

When the SEM is small, the uncertainty is small, which means the more certain we 
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are of the score.
70

 It is common to talk about a confidence interval for the true score. 

For instance, we can be 68% confident that the true score lies within one SEM. Other 

confidence levels are shown in Table 6.
71

 In determining the confidence intervals, the 

distribution of scores for a single individual is assumed to be normal. 

Table 6: Confidence Levels for True Score 

Confidence level ±SEM 

68% 1.0 

90% 1.64 

95% 1.96 

 

2.5.2.7 Example Reliability Study 

The focus of this section will be on applying these ideas to our thin lenses test. As a 

reminder, we are designing a conceptual multiple-choice test to ascertain the effects 

of a new curriculum on students’ understanding of thin lenses. Our thin lenses test has 

been designed to be appropriate for high school and algebra- and calculus-based 

university courses including two-year colleges. We have incorporated known 

misconceptions reported in the literature as distractors. We have developed a single 

version of the test which will be dichotomously graded. 

Since we have developed a single thin lenses test, we will want to consider both time 

sampling and content sampling as part of our reliability study. We will have our test 

sites administer the test the week before and week after students study thin lenses. For 

most classes, the time delay will be approximately 2 weeks. We will calculate the 

correlation between the pre- and post-administration of the test as well as the KR-20. 

We choose the KR-20, as the test will be graded as right or wrong. We will at a 

minimum need to calculate the KR-20 for each group of students (HS, algebra-based, 

and calculus-based) as these groups are not equivalent, as well as an overall value for 

the test combining all three groups. We will also report the standard error of 

measurement. 

2.5.3 Validity Studies 

As part of the field testing procedure, the validity of the test is established. Recall that 

validity relates to the inferences that can be made about the scores that are obtained. 

Previously, we discussed the content-related validity of the test which is evaluated 

early in the test development process. Criterion-related and construct-related validity 
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are evaluated during the field testing portion of the process after the test has been 

shown to be reliable. 

2.5.3.1 Criterion-related Validity 

Criterion-related validity evidence provides an understanding of the relation of the 

test results to other significant measures. There are two types of criterion-related 

validity: 1) predictive validity and 2) concurrent validity. Predictive validity evidence 

indicates how well an individual’s performance on the criterion, such as final course 

grade, compares to their performance on the test under validation. Predictive validity 

answers questions such as ―Can the FCI be used to predict final course grades?‖ 

Concurrent validity evidence indicates how well an individual’s performance on the 

criterion at this time and their performance on the test under validation compare. 

Concurrent validity answers questions such as ―Can the observational results from the 

Reformed Teaching Observation Protocol (RTOP)
72 

be replaced by a self-report 

teacher survey?‖ The main difference between these two is the time at which the 

criterion is evaluated. For assessing predictive validity the test is given and then later 

compared to the criterion. For assessing concurrent validity the criterion is evaluated 

at the same time as the test is given. Criterion-related validity is often reported as the 

correlation between the criterion and the test; the higher the correlation, the more 

valid the inference. 

2.5.3.2 Construct-related Evidence 

Construct-related validity is associated with an understanding of the nature of the 

characteristic(s) being measured and the consequences of the uses and interpretations 

of the results. Linn and Gronlund provide an excellent description of construct. They 

state 

Whenever we wish to interpret test results in terms of some individual 

char-acteristic [sic] (e.g., reading comprehension, mathematics 

problem-solving ability), we are con-cerned [sic] with a construct 

[sic]. A construct is an individual characteristic that we assume exists 

in order to explain some aspect of behavior. Mathematical reasoning is 

a construct and so are reading comprehension, understanding of the 

principles of electricity, intelligence, cre-ativity [sic], and such 

personality characteristics as sociability, honesty and anxiety. These 

are called constructs because they are theoretical constructions that are 

used to explain per-formance [sic] on an assessment. When we 

interpret assessment results as a measure of a particular construct, we 

are implying that there is such a construct, that it differs from other 
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constructs, and that the results provide a measure of the construct that 

is little influenced by extraneous factors. Verifying such implications 

is the task of construct validation.
73

 

There are a number of different ways to collect evidence of construct-validity. Three 

of the methods are: 1) intervention studies, 2) differential population studies, and 3) 

related measures studies. Intervention studies attempt ―to demonstrate that examinees 

respond differently to the measure after receiving some sort of treatment.‖
74

 One 

would expect that scores on the FCI would increase after students have been given 

instruction on forces. Differential population studies attempt to demonstrate that 

different populations of students score differently on the test. One would expect that 

English majors would score differently than physics majors on the FCI. Related 

measures studies look at both the positive (convergent validity) and negative 

(divergent validity) correlations between different measures. One would expect a 

positive correlation between the FCI and Force and Motion Conceptual Evaluation 

(FMCE), as they purport to measure similar constructs, force and motion. However, 

one would expect a negative or zero correlation between the FCI and DIRECT, as 

they purport to measure different constructs, force versus electricity. 

Another method of collecting evidence for the construct validity of a test is to 

perform a factor analysis. A factor analysis is a ―refined statistical technique for 

analyzing the interrelationships of behavior data.‖
75

 A factor analysis simplifies ―the 

description of data by reducing the number of necessary variables, or dimensions.‖
76 

There are statistical packages available on-line that can perform factor analysis of 

data.
77

 Even with the aid of such statistical packages, factor analysis is not a trivial 

technique. 

2.5.3.3 Example Construct Validity Study 

The construct validity study for our thin lenses test will focus on the construct validity 

of the test. Does our thin lenses test actually measure the concepts associated with 

thin lenses or are we measuring something else? To help determine the answer to this 

question, we will conduct individual interviews with a small sample of students in 

each group (HS and university-level algebra-based and calculus-based) to determine 

the reasoning behind their answer selections and to ensure that the questions were 

being understood as intended. We will also conduct a factor analysis to see what 

factors account for the variation observed on the test. We will also examine the pre-

post test results, as we would anticipate that the students’ scores will increase after 

instruction on thin lenses. We will also examine the results to see if there is any 

gender bias associated with the test as a whole, as well as with individual test items. 
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2.5.3.4 Factors Affecting Validity 

There are two types of errors that can affect the validity of a test. These are 

unsystematic and systematic. Unsystematic errors result from the unreliability of the 

test. Systematic errors are more numerous and include method of measurement, 

enabling behaviors, differential item effectiveness, administration errors, and 

comparative sample.
78

 The method of measurement could include paper-and-pencil 

versus on-line. Enabling behaviors such as reading ability could negatively affect 

performance on any test if some of the students were non-English speaking 

students.
79

All items on the test should work in the same way for all test-takers. For 

example, McCullough has reported that at many institutions women perform more 

poorly on the FCI than men.
80 

This difference in performance based on gender would 

be an example of differential item effectiveness. Administering the test in ways other 

than that indicated by the documentation would result in invalid inferences. Examples 

of administrative errors and comparative sample are giving only 10 items from 

DIRECT instead of all 29 or giving the test to students not in the comparative sample. 

Some of these issues are rectified by conducting local reliability and validity studies 

to show that utilizing 10 items is equally reliable and valid as using all 29 items. 

Additionally, one could conduct a new comparative study to provide data for new 

student groups not included in the original comparative sample. 

Alternatively as part of the validity process, one could examine the cultural validity of 

the test. Solano-Flores and Nelson-Barber define cultural validity as ―the 

effectiveness with which science assessment addresses the sociocultural influences 

that shape student thinking and the ways in which students make sense of science 

items and respond to them.‖ As the United States continues to become more 

culturally diverse, this type of validation will become increasingly more important. 

2.5.4 Item Analysis 

The purpose of the item analysis is to make certain that the items on the test are 

functioning well. If they are not, then the questions may require editing or reworking 

in order to function better. This section will discuss each of these calculations. 

 Difficulty 

 Discrimination 

 Point-biserial correlation 

 Examination of distractors 
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2.5.4.1 Difficulty 

The difficulty (pi or p-value) of an item is given by the number of students answering 

the item correctly divided by the total number of students. The p-value varies between 

0 and 1. A value close to 1 indicates that most people answered the item correctly 

while a value close to 0 indicates that most people did not answer the item correctly. 

Ideally, items on the test should have an average difficulty of 0.5 so that the 

discrimination is maximized.
81

 Mathematically, the difficulty is given by 

number answering item  correctly

total number taking test
i

i
p 

 

The difficulty of an item can be affected by guessing. If many students are able to 

correctly guess the answer, the difficulty value will be arbitrarily high. 

2.5.4.2 Discrimination 

Discrimination examines how well the test as a whole or individual test items in 

specific distinguish between individual students. The Ferguson’s delta is used to 

evaluate how well the test as a whole discriminates. The discrimination index and 

point-biserial correlation evaluate how well individual test items discriminate. 

2.5.4.2.1 Ferguson’s Delta 

The Ferguson’s delta is used to determine the discrimination power of the test as a 

whole. It does this by evaluating ―how broadly the total scores of a sample are 

distributed over the possible range.‖
82

 The authors of reference 82 provide a more 

thorough discussion of the Ferguson’s delta formula. The Ferguson’s delta varies 

between 0 and a maximum of 1 and assumes a rectangular distribution of scores.
83

An 

acceptable value is greater than 0.90. Ferguson’s delta is given by 
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where N is the number of students in the sample, K is the number of test items, and fi 

is the frequency of cases at each score. 

2.5.4.2.2 Discrimination Index 



Engelhardt  Classical Test Theory 

Getting Started in Physics Education Research 30 
 

The discrimination index determines the discrimination power of individual test 

items. The discrimination index applies only to dichotomously scored items, those 

scored as right or wrong. In order to calculate the discrimination index for each item, 

it is necessary to divide the sample based on total test score. Two common 

approaches to dividing the sample are to divide the sample in half or to divide the 

sample into the upper 27% and the lower 27%. 

When dividing the sample in half, those students who scored above the mean are 

called high (H) while those who scored below the mean are called low (L). Doran 

points out that if there are a number of students who score at the mean they can either 

be eliminated from the calculation or assigned randomly to the high and low groups 

until both groups receive the same number.
84

 The discrimination index is then 

computed using the following formula 
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where H is the number in the high group and L is the number in the low group who 

answered the item correctly, and N is the total number in the sample. 

When dividing the sample using the upper and lower 27%, the formula is given by 

D = U - L 

where U is the proportion of students in the upper group who answered the question 

correctly and L is the proportion of students in the lower group who answered the 

question correctly. 

The discrimination index varies between -1 and 1. A negative discrimination index 

indicates that more students in the low group answered the question correctly while a 

positive discrimination index indicates that more students in the high group answered 

the question correctly. Typically, a discrimination index above 0.30 is considered 

acceptable.
85

 The discrimination index is highly affected by the difficulty of the item. 

2.5.4.2.3 Point-biserial Correlation 

The discrimination index provides an estimate of how well an individual test item 

differentiates between those students scoring well on the test from those who do not. 

A related idea is the point-biserial correlation. The point-biserial correlation measures 

the correlation between the item’s correctness and the whole test score.
86

 The point-

biserial correlation varies between -1 and 1, just as the discrimination index does. A 
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high positive value means that students who scored well on the test overall have a 

higher probability of answering the item correctly while a high negative value means 

that students who scored well on the test overall have a lower probability of 

answering the item correctly. Since the objective of any test is to have all items highly 

correlated with the total test score, the values for the point-biserial should be greater 

than 0.20.
87

 Mathematically the point-biserial correlation (rpbs) is given by 
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where x
_

correctly is the average total score for those students who answered item i 

correctly, x
_

whole test is the average total score for the whole sample, whole test is the 

standard deviation of the total score for the whole sample, and pi is the difficulty 

index for item i.
88

 

2.5.4.3 Examining Distractors 

Since the distractors of the test should be designed to attract students who are not as 

knowledgeable, it is important to examine how the distractors of the test function. If a 

particular alternative had no students choosing it, it may require editing or replacing. 

If a particular item had a low point-biserial correlation, it might be that the distractors 

are too attractive and are also foiling those students who do understand the material 

being tested. This would require rewording of the distractors or interviews to find out 

why students who performed well overall on the test were drawn to that particular 

distractor instead of the correct answer. 

2.5.4.4 Summary 

The item analysis is performed to determine how each individual test item is 

functioning and how it contributes to the total test score. To summarize, the average 

difficulty of all items should be approximately 0.50 to ensure maximum 

discrimination. The items on the test should have an average discrimination index of 

0.30 and an average point-biserial correlation of at least 0.20. Items that do not meet 

these minimum values should be examined more closely and revised and retested 

with a small sample of students to ascertain if the revisions were effective. If 

extensive revisions become necessary, then the item analysis and the reliability and 

validity studies will need to be performed again using a new sample of students. If 
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revisions are minor, then the test is ready to be standardized by collecting 

comparative samples. 

2.5.4.5  Comparative Samples 

Two other important factors that affect the quality of a test are the comparative 

samples that are established, as well as how well the test is tailored to the intended 

population. These factors have been discussed previously in relation to the 

determination of both the reliability and validity of the test. A test that has been 

designed for use with high school students would not necessarily be appropriate for 

use with university students; new comparative samples as well as reliability and 

validity studies would need to be conducted before use with a new population. 

Once the reliability and validity studies and item analysis have been completed, 

comparative samples are ready to be collected. In collecting comparative samples, 

thousands of students are given the test. These students are in the target population. 

Often, it can be difficult in physics to get enough test sites that the data collected for 

the reliability and item analysis are pooled together to form the comparative sample. 

Comparative samples should be representative of the population from which the 

sample comes. This can sometimes be difficult to achieve, as gaining enough test 

sites at the university level or high school level can be difficult. The comparative 

samples should also be up-to-date. Salvia and Ysseldyke suggests the following 

guidelines for comparative samples; the maximum lifetime for comparative samples 

of ability tests is 15 years while that of achievement tests is 7 years.
89

 Most physics 

and astronomy tests would be categorized as achievement tests so the lifetime of a 

comparative sample would be 7 years. 

2.6 Distribution 

Once the final version of the test has been shown to be reliable and valid, it is ready 

to be distributed. In physics, we typically provide raw scores or percentages instead 

of z-scores
*
 or percentile ranks. Sometimes the comparative sample is the same as the 

sample used to perform the item analysis and reliability and validity studies. Other 

times the comparative sample is collected over the course of several semesters and 

pooled together. Typically information about the test is disseminated through journal 

                                                        
* ―A z-score or standard score is a dimensionless quantity determined by subtracting the population 

mean from an individual raw score and then dividing the difference by the population standard 

deviation.‖ 90 
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articles describing the different aspects of the test or is the bulk of a doctoral 

dissertation. 

Information about the results from the item analysis along with the percentage of 

students choosing each alternative for a given item are presented in table format for 

the overall sample and for each sub-sample. This information provides the test user 

with detailed information about all aspects of the test items. The development of the 

test, its intended uses, reliability studies, validity studies, item analysis, comparative 

sample, and administration instructions are all described. 

2.7 Test Security 

Hopefully, you have seen that the development of a conceptual multiple-choice test is 

very time intensive. Although test developers want their test to be used by others, it 

should be no wonder now why test developers are so concerned about the security of 

their work. Most test developers password protect their electronic versions of the test 

that they make available on the internet and ask for students not to be given copies of 

the test nor the answers. Once the answers are made available to one group of 

students, the answers quickly spread to other students and the test becomes useless. 

Since many of the physics and astronomy tests have been written up in journals such 

as the American Journal of Physics, it is common for the test developer to ask that a 

new first page of the test be used which does not utilize the actual name of the test so 

that students cannot surf the web to find the answers. When using a test already 

developed, please respect the amount of effort that went into its development and help 

ensure the test’s integrity and security so that it can be remain useable for years to 

come. 

3. Evaluating a Test 

It is not always necessary to create your own conceptual multiple-choice test. 

Sometimes you need to be able to evaluate a number of tests to ascertain which test 

would be most appropriate for the population and purposes you need. Suppose you 

wanted to conduct a research study to determine if using a new textbook positively 

affects students’ performance in the second semester of an introductory calculus-

based university physics sequence. Part of your study design will use a conceptual 

multiple-choice test which covers electricity and magnetism. You must first select a 

test from those that are available. A search of the literature and internet yields the list 

shown in Table 7 along with the reliability, validity, discrimination, and target 

population information available for each test. 
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Table 7: List of Tests Available for Electricity and Magnetism 

Test 
Reliability 

coefficient 

Evidence 

of validity 
Discrimination 

Target 

population 

Conceptual Survey 

of Electricity and 

Magnetism 

(CSEM)
91

 

0.75  

(KR-20) 

Content, 

Factor 

analysis 

0.1 – 0.55 Algebra-

based and 

Calculus-

based 

Diagnostic Exam of 

Electricity and 

Magnetism 

(DEEM)
92

 

0.74 

(coefficient 

Alpha) 

Content 0.32 average Calculus-

based 

Brief Electricity and 

Magnetism Test 

(BEMA)
93

 

0.85  

(KR-21*) 

Not 

available 

0.34 Calculus-

based 

*The KR-21 is an alternative form of the KR-20 which assumes all items have equal 

difficulty and does not require calculating the individual item variances. 

 

Two other tests are also available: the Survey of Electricity, Magnetism, Circuits and 

Optics (SEMCO) and the Electromagnetics Concept Inventory (EMCI) but were 

rejected outright. SEMCO covers additional material (circuits and optics) and using 

only the questions related to electricity and magnetism would be inappropriate, as the 

reliability and validity of doing so has not been established. The EMCI is not 

acceptable, as it was designed for upper division electricity and magnetism. 

Having reduced our list due to incompatibility between content and population, we 

need to turn our attention to the reliability, validity and discrimination. Examining 

each of the three tests for their reliability shows that all three tests have reliability 

values above 0.70 which is acceptable for group measurements. Since we want to 

determine how the class as a whole responds to the new text, these values are 

acceptable for our purposes. The CSEM and DEEM have evidence of content validity 

while the CSEM has also examined the construct validity via a factor analysis. All 

three tests seem to discriminate well, having an average discrimination over 0.30. At 

this point the three tests are fairly even in comparison. 

All three tests have been designed and field tested with the population that we intend 

to test. A closer examination of the comparative samples may provide additional 

information which can help determine which test to use. The DEEM was 

administered to students at a single institution. BEMA was administered to 
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populations at two different institutions. The CSEM has been administered to a 

number of institutions including two-year and four-year universities. Because the 

CSEM has been administered to a more diverse population the results obtained by it 

are more likely to match our target population than the more selectively administered 

BEMA and DEEM. 

In this case, there was more than one test available for consideration. Based on an 

examination of the reliability, validity, discrimination, comparative sample, and target 

population, the CSEM appears to best match our proposed study. 

4. Item Response Theory 

As one would expect, STEM education researchers have become more sophisticated 

in the design of conceptual multiple-choice tests since the FCI. More attention is now 

paid to the issues of reliability and validity. Just as STEM education researchers have 

become more sophisticated, so has the field of psychometrics. Item response theory 

(IRT) has yet to make significant inroads into the lexicon or tool box of most STEM 

education researchers. 

Item response theory came about to rectify some of the shortcomings of classical test 

theory. In classical test theory, a student’s ability is determined by the score on a 

particular test. The difficulty and discrimination of a particular item as well as the 

reliability and validity of the test are determined by the ability of a group of students; 

if the characteristics of the group changes so do these factors. This makes it difficult 

then to compare students across different tests and to compare items across different 

student groups. Additionally if the students who take a particular test are of different 

ability, then their scores will have different amounts of error, which is contrary to the 

assumption behind the standard error of measurement that it is the same for all 

individuals. In developing a test, it would be preferable to be able to predict how 

different groups or individuals will perform on a given item. In classical test theory 

the emphasis is on the test, while in IRT the emphasis is on the items.
94

 

The underlying assumption of IRT is that the responses on a particular test are 

accounted for by a small number of latent traits. As Crocker and Algina write 

At the ―heart‖ of the theory is a mathematical model of how examinees 

at different ability levels for the trait should respond to an item. This 

knowledge allows one to compare the performance of examinees who 

have taken different tests. It also permits one to apply the results of an 
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item analysis to groups with different ability levels than the group used 

for the item analysis.
95

 

IRT is useful in building tests, identifying potentially biased test items, equating 

scores from different tests or forms of the same test, developing tests which can 

discriminate at a particular level of ability, and in the development of ―tailored 

testing‖ systems. The details for conducting analyses using item response theory will 

be left for future installments of Getting Started in PER. 

5. Conclusions 

The purpose of this paper was to introduce the reader to the characteristics of a high-

quality test. Five characteristics were discussed: reliability, validity, discrimination, 

comparative sample, and tailoring the test to the population with which it will be 

used. Reliability depends on the variance of the test scores, which in turn depends on 

the discrimination ability of individual test items. An item’s ability to discriminate 

depends on how difficult the item is. The validity of the test can depend on how well 

the domain is covered on the test, which is dependent on the instructional objectives. 

The instructional objectives can be evaluated early in the test development process by 

a panel of experts, thus ensuring the content validity of the test. The construct validity 

is affected by how well the individual items on the test function and can be assessed 

after an administration of the test by asking a subset of the population to explain their 

reasoning behind their answer choices to individual questions. The point-biserial 

correlation values can be used to select the individual questions to be used during 

individual interviews. An item with a low point-biserial correlation indicates that 

students scoring well on the test overall are not scoring well on this particular item. 

As you can see, these five characteristics of high-quality tests are intertwined. A well-

developed test will build these qualities into its development methods. 

Multiple-choice tests are valuable in that they are objectively graded and can be given 

to many students in a relatively short amount of time. Well-developed tests can be 

designed to provide diagnostic information to the student and instructor regarding 

common misconceptions or other areas of difficulty. With this information in hand, 

instructors can make informed decisions about the course of action that is needed in 

their particular setting. This information can also be used to evaluate new endeavors 

to help students overcome these misconceptions through the use of new teaching 

methods or curriculum. As with evidence of validity, multiple-choice tests do not 

provide a definitive answer but provide evidence that when combined with other 

methods can provide a clearer picture of the status of student understanding in the 

classroom. 
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